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RESPONSE RATE VIEWED AS
ENGAGEMENT BOUTS: EFFECTS OF

RELATIVE REINFORCEMENT AND SCHEDULE TYPE

RICHARD L. SHULL, SCOTT T. GAYNOR, AND JULIE A. GRIMES
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The rate of a reinforced response is conceptualized as a composite of engagement bouts (visits) and
responding during visits. Part 1 of this paper describes a method for estimating the rate of visit
initiations and the average number of responses per visit from log survivor plots: the proportion of
interresponse times (IRTs) longer than some elapsed time (log scale) plotted as a function of elapsed
time. In Part 2 the method is applied to IRT distributions from rats that obtained food pellets by
nose poking a lighted key under various multiple schedules of reinforcement. As expected, total
response rate increased as a function of (a) increasing the rate of reinforcement (i.e., variable-
interval [VI] 4 min vs. VI 1 min), (b) increasing the amount of the reinforcer (one food pellet vs.
four pellets), (c) increasing the percentage of reinforcers that were contingent on nose poking (25%
vs. 100%), and (d) requiring additional responses after the end of the VI schedule (i.e., adding a
tandem variable-ratio [VR] 9 requirement). The first three of these variables (relative reinforcement)
increased the visit-initiation rate. The tandem VR, in contrast, increased the number of responses
per visit. Thus, variables that have similar effects on total response rate can be differentiated based
on their effects on the components of response rate.
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The rate of a reinforced response usually is
calculated by dividing the total number of re-
sponses by the time available for the re-
sponse. This method makes most sense if all
instances of the response are functionally
equivalent. But there are grounds for think-
ing that they might not be, at least not under
some widely studied conditions. According to
one tradition, reinforced responding is better
thought of as composed of periods of en-
gagement in the reinforced activity (i.e., vis-
its) alternating with periods of disengage-
ment (Blough, 1963; Gilbert, 1958; Mechner,
1992; Mellgren & Elsmore, 1991; Nevin, 1992;
Nevin & Baum, 1980; Pear & Rector, 1979;
Premack, 1965; Shull, 1991).

Although conventional recording equip-
ment typically cannot distinguish visit initia-
tions from responses that occur during the
visit (but see Mechner, 1992; Nevin, 1992;
Pear & Rector, 1979), these two kinds of re-
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sponse might nevertheless be controlled by
different variables. If so, total response rate
would be a composite measure of perfor-
mance rather than a unitary one. Similar
changes in total response rate could result
from very different patterns of change in the
components. For example, one type of vari-
able might affect total response rate by alter-
ing the visit-initiation rate, another by chang-
ing the number of responses per visit. An
interesting possibility is that independent var-
iables might be grouped on the basis of which
component they primarily affect (Mechner,
1992).

To illustrate, imagine that a food-deprived
rat has been obtaining food pellets intermit-
tently by nose poking a lighted key (e.g., un-
der a variable-interval [VI] 2-min schedule of
reinforcement). Assume that the rate of pok-
ing has stabilized at about 20 per minute. To
increase the rat’s response rate, one could (a)
increase food deprivation, (b) increase the
rate of the reinforcer by decreasing the VI
schedule, (c) increase the amount or taste
quality of the reinforcer, (d) reduce the avail-
ability of alternative reinforcers, or (e) add a
small fixed-ratio (FR) or variable-ratio (VR)
schedule requirement at the end of the VI
schedule (i.e., change the VI to a tandem VI
FR or to a tandem VI VR). All five of these
changes should increase average response
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Fig. 1. A 30-s segment of an event record generated by a rat nose poking a lighted key. It shows the grouping of
responses in engagement bouts (visits). The bracketed segment marked ‘‘a’’ is intended to illustrate ambiguities in
determining the number of visits and their durations. A VI 1-min schedule of reinforcers had been in effect for many
prior training sessions.

rate (Ferster & Skinner, 1957; Lattal, 1991).
But would they do so in the same way? Per-
haps not. A commonsense interpretation
would group the first four variables together
as motivational or incentive variables, vari-
ables that alter the propensity to engage in
the reinforced activity by altering the relative
reinforcement of the designated response
(e.g., Herrnstein, 1970). The fifth type of var-
iable (the added tandem ratio) does not have
such an obvious commonsense interpretation
of its effect. But it could be regarded as af-
fecting mainly what the rat learns to do to
obtain the reinforcer (i.e., the form of the
behavioral unit) rather than the rat’s propen-
sity to initiate that unit. In this case, we might
imagine that the rat learns to respond in a
burst corresponding to the response require-
ment imposed by the tandem FR or VR
schedule.

The classification of variables being sug-
gested here is reminiscent of Morse’s (1966)
important distinction between the strengthen-
ing and the shaping effects of reinforcement
(see also Galbicka & Platt, 1986; Logan,
1960). Our further suggestion is that these
two kinds of effects might, under some con-
ditions, be distinguished by which compo-
nent of response rate changes the most. Spe-
cifically, the kinds of variables that we call
motivational or incentive operations might af-
fect the propensity to initiate visits, whereas
schedule-type variables, such as adding a
small VR schedule in tandem to a VI sched-
ule, might affect the responses per visit or the
response rate during a visit.

To evaluate these suggestions, it is neces-
sary to measure the rate of visit initiations
and the number of responses per visit. But
that has proven to be quite difficult. The
problem is that all we have to work with, or-
dinarily, is a string of brief responses (e.g.,
key pokes or lever presses) that are recorded
as indistinguishable electrical impulses—as
identical blips on an event record. Figure 1
shows a 30-s sample of such an event record
generated by a rat that had been trained un-
der a VI 1-min schedule of food reinforce-
ment for nose poking a lighted key. The re-
sponses appear to occur in bouts. Indeed, this
is the kind of pattern that has encouraged the
two-mode view. But the record reveals some
of the ambiguities associated with measuring
visits. How many visits are contained in the
cluster that occurs around 20 s? A reasonable
case could be made that there are 1, 2, 3, 4,
or even more visits, depending on how one
interprets the intervals between responses.
For example, is the slightly longer interre-
sponse time (IRT) after the third response in
the group best interpreted as a longer-than-
usual within-visit pause, perhaps due to an
unrecorded nose poke (see Palya, 1992)? Or
should it be interpreted as an unusually short
between-visit pause?

One approach has been to select some rea-
sonable cutoff IRT duration (e.g., 1 s) and
treat each response that ends an IRT shorter
than that as a within-visit response. Then each
response that ends an IRT longer than the
cutoff duration is treated as a visit initiation.
A problem with this approach, however, is
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Fig. 2. A diagram of the two-mode conception of re-
sponse rate that was the basis for the computer simula-
tions that generated sample IRT distributions. p(V ) is the
probability of initiating a visit (i.e., an engagement bout)
at the end of each small time unit while disengaged; p(D)
is the probability that a response during a visit will end
the visit; 1 2 p(D) is the probability of continuing the
visit following each within-visit response; and p(R) is the
probability of a response per small time unit during a
visit. p(V ) determines the visit-initiation rate, and p(D)
determines the average number of responses per visit
(i.e., visit length). For the simulations, p(V ) and p(D)
were varied separately. p(R) was held constant at a rela-
tively high value, thus generating a relatively high within-
visit response rate.

that the two kinds of IRT likely vary in du-
ration, and their frequency distributions like-
ly overlap to some extent. Thus, regardless of
the cutoff duration, some unknown propor-
tion of the responses will be misclassified.
That is, some of the short IRTs that are
classed as within-visit pauses might better be
regarded (based, say, on functional criteria)
as short between-visit pauses. And the reverse
misclassification will occur with long IRTs. In
recognition of this problem, some investiga-
tors report analyses using several different
cutoff values in the hope of showing that the
main conclusions do not depend critically on
using a particular cutoff value (e.g., Mellgren
& Elsmore, 1991). In addition, techniques are
available for determining cutoff durations
that minimize misclassifications, given certain
assumptions about the frequency distribu-
tions of IRTs (Berdoy, 1993; Sibley, Nott, &
Fletcher, 1990; Tolkamp & Kyriazakis, 1999).
Such methods can increase our confidence in
conclusions based on classifying visit initia-
tions and within-visit responses based on their
IRT duration.

Nonetheless, there are reasons to seek an
alternative to the IRT cutoff approach. For
one thing, if visits are emitted (as operant be-
havior generally is thought to be emitted),
the frequency distribution of intervisit inter-
vals could approximate a negative exponen-
tial distribution. Such a distribution is contin-
uously decreasing so that its modal value is
always at the shortest interval regardless of
the emission rate. The emission rate is reflect-
ed in the steepness of the function’s decline
and in the mean IRT, but not in the location
of the mode. For such a distribution, then,
any particular cutoff IRT duration greater
than zero will necessarily misclassify a sub-
stantial portion of the visit-initiation respons-
es as within-visit responses. The result would
be to underestimate the number of visits and
to overestimate the responses per visit. More-
over, under this method the number of visits
in a sample of responding and the number
of responses per visit will necessarily be neg-
atively correlated as the cutoff is varied. Thus,
the two kinds of response are not assessed
independently.

For the present study, we consider a differ-
ent approach—one that involves no attempt
to classify individual responses as visit-initia-
tion versus within-visit responses. Instead,

based on characteristics of the frequency dis-
tribution of IRTs, estimates are derived for
the average visit-initiation rate and for the av-
erage number of responses per visit. These
two estimates are potentially independent in
the sense that changes in one do not require
changes in the other. Part 1 describes this
technique and applies it to IRT distributions
generated by computer simulations designed
to show the effects of varying either visit-ini-
tiation rate or average number of responses
per visit. Part 2 applies this method to IRT
data from rats. The analysis shows how vari-
ables that affect total response rate also affect
visit-initiation rate and average number of re-
sponses per visit. Of particular interest is
whether variables that influence total re-
sponse rate can be further differentiated
based on which component they primarily af-
fect.

PART 1: COMPUTER
SIMULATIONS OF RESPONDING

A simple version of the two-mode concep-
tion is summarized in Figure 2 and served as
the basis for the following computer simula-
tions of responding. For these simulations,
visits were emitted randomly in time at a par-
ticular rate, responses during a visit were
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emitted randomly at a much higher rate, and
there was a constant probability of ending a
visit immediately following each within-visit
response. Two variables were manipulated.
For some comparisons (identified as Sim 1),
only the rate of visit initiations was varied
[i.e., p(V ) at the end of each consecutive
small (,0.15 s) time unit during disengage-
ment in Figure 2]. For other comparisons
(identified as Sim 2), only the probability of
ending a visit (and thus the average number
of responses per visit) was varied [i.e., p(D)
associated with each within-visit response in
Figure 2].

The purpose of the simulations was to see
what the IRT distributions would look like if
an experimental subject (e.g., a rat) were to
respond in accordance with the simplifying
assumptions expressed in Figure 2. We at-
tempted to make the conditions of the sim-
ulations similar in a number of respects to
those arranged for the rats (as will be de-
scribed in Part 2). For example, the simula-
tions were carried out in real time, using the
computers and software that arranged the ex-
perimental conditions for the rats. Specifical-
ly, two components alternated every 50 s for
a total of 40 cycles. One simulation operated
during one of the components, and a differ-
ent simulation operated during the other
component. For example, the simulations
might differ in the value of p(V ) (Sim 1), or
they might differ in the value of p(D) (Sim
2). The rate of responding during a visit
[p(R) in Figure 2] was the same for all sim-
ulations; its value was set so as to generate a
median within-visit IRT of 0.22 s, which was
within the range of values obtained from our
rats. Through some trial-and-error explora-
tion, values of p(V ) and p(D) were found that
generated total response rates that were with-
in the range of those generated by our rats.

Thus, our simulations generated samples
of IRTs that were similar in size to the sam-
ples generated by our rats. Also, the simula-
tions were constrained, as was the responding
by our rats, by having 50-s components and
sessions limited to 40 cycles. The distributions
of IRTs from the simulations will deviate from
theoretical values because of these constraints
and sampling variability. As such, the simula-
tion data should provide a useful reference
for evaluating the IRT distributions produced
by the rats.

There are many different ways to display
frequency distributions of response times.
Log survivor plots (Figure 3) are especially
helpful for revealing the two-mode character
of responding and for estimating visit rates
and the average numbers of responses per vis-
it. For such plots, the proportion of IRTs in
the sample that are longer than some dura-
tion, ti, is plotted as a function of t (Luce,
1986; McGill, 1963; Shull, 1991).

Because the y axis is scaled logarithmically,
the slope between any two points along the x
axis indicates the relative decrease in the fre-
quency of IRTs between those two points.
Thus, the slope indicates the frequency of re-
sponding (relative to the opportunities; cf.
Anger, 1956) during the time interval bound-
ed by the two points: The steeper the slope,
the higher the relative frequency of respond-
ing during the interval. If the frequency of
responding relative to opportunities is the
same regardless of elapsed time since a re-
sponse, then the log survivor plot will be a
decreasing straight line, approximating a sim-
ple exponential decay. By the same reason-
ing, if the relative frequency of responding
increases as a function of elapsed time, the
log survivor function will curve downward.
And if the relative frequency of responding
decreases as a function of elapsed time, the
function will be decreasing, concave upward.

In short, to the extent that responding ap-
proximates a random emitter, the log survi-
vor data will plot as a decreasing straight line.
The steeper the line, the higher the emission
rate is.

The two log survivor plots in the top panel
of Figure 3 come from simulations that dif-
fered only in the rate of initiating visits (Sim
1). The striking feature of these plots is their
broken-stick appearance (Clifton, 1987).
Such a plot suggests that two different re-
sponse-generating modes are operating (Slat-
er & Lester, 1982; Tolkamp & Kyriazakis,
1999). Indeed, we know this to be the case
for the plots in Figure 3 (top) because the
simulations were programmed based on the
two-mode conception. The initial steeply de-
clining segment in each plot represents with-
in-visit responding, which occurred at a high
rate. The more gradually declining limb in
each plot represents visit initiations. The
slopes of the visit-initiation limbs differ be-
tween the two plots, which was expected be-
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the results from Sim 1, in which the two simulations dif-
fered only in the probability of initiating a visit (i.e., in
the visit-initiation rate). The lower panel presents the re-
sults from Sim 2, in which the two simulations differed
only in the probability of terminating a visit (i.e., in the
average number of responses per visit). (Note that Plot
A is the same in the upper and lower sets.) To estimate
visit-initiation rate and average number of responses per
visit, straight lines were fit (Pearson least squares) to the
natural logarithms of the segment of the plots ranging
from t 5 1 s through 12 s (shown by the straight line
through the filled and open circles). The equation from
each fit is shown in its exponential form. The numbers
in the chart under each set of plots indicate for each plot
the total number of responses per minute calculated the
usual way from response totals, the visit-initiation rate in
visits per minute (the numerical value of the exponent
3 60), and the average number of responses per visit (1/
coefficient).

Fig. 3. Log survivor plots from computer simulations.
These plots show the proportion of IRTs (logarithmic
scale) longer than some duration, t, as a function of
elapsed time, t, since a response. The top panel presents

cause the two simulations differed in visit-ini-
tiation rates. Moreover, the limbs are
reasonably linear (on the logarithmic y axis),
which was expected because the probability
of a visit initiation for each simulation was
constant as a function of elapsed time during
disengagement (but differed between the
pair of simulations).

If the visit-initiation limbs on the right (Fig-
ure 3) are extrapolated back to the point at
which they would intersect the y axis, that
point indicates the proportion of all respons-
es that are visit initiations. The two plots in
the upper panel appear to intersect the y axis
at about the same point. This, too, is as it
should be because the probability of ending
a visit—and, thus, the average number of re-
sponses per visit—was set to be the same for
these two simulations.

The two log survivor plots in the lower pan-
el of Figure 3 (Sim 2) show a different com-
parison. For these two simulations, the visit-
initiation rate was set the same but the
probability of ending a visit differed. Conse-
quently, the visit-initiation limbs are approxi-
mately parallel, indicating approximately
equivalent visit-initiation rates. But the points
at which these limbs would intersect the y axis
differed. The lower the intersection point is,
the lower the proportion of all responses that
are visit initiations and thus the higher the
average number of responses per visit.

Thus, the two sets of log survivor plots
show the effect of changing only the visit rate
(upper panel) or changing only the proba-
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bility of ending the visit (lower panel). That
there are two modes of responding is appar-
ent from the sharp break in each plot. More-
over, the slope of the limb to the right of the
break in each plot and the y-axis intercept of
the limb, extrapolating the limb back to the
y axis, have convenient interpretations. The
slope of the limb indicates the visit-initiation
rate, and the y-axis intercept indicates the
proportion of responses that are visit initia-
tions, the inverse of which is the average
number of responses per visit.

When the two modes of responding occur
at very different rates, and when the limbs are
reasonably linear on a logarithmic y axis,
there is a simple method for generating nu-
merical estimates of visit-initiation rate and
responses per visit: Fit a straight line to a sta-
ble segment of the visit limb of a log survivor
plot. Because the y axis is scaled logarithmi-
cally, the fits should be to the logarithms of
the y-axis values of the limb segment. We have
used the segment from 1 s through 12 s for
our fits. Although somewhat arbitrary, this
range seemed to work well for our data sets.
The 1-s lower boundary was sufficiently to the
right of the break to contain visit-initiation
responses. And beyond 12 s, the number of
IRTs in the sample was often very small, thus
producing unstable values. The fits to these
limb segments give the slope and y-axis inter-
cept.

Figure 3 provides examples of such fits.
Also shown in each panel are the best fitting
equations, expressed in exponential form
[i.e., y 5 a*exp(b*t)]. Using the exponential
form, the value of a, the y-axis intercept, can
be read directly as the proportion of respons-
es that are visit initiations. In addition, be-
cause the x axis is scaled in terms of seconds,
the number in the exponent (disregarding
sign) indicates the visit initiations per sec-
ond.1

1 Expressed in logarithmic form [i.e., ln(y) 5 ln(a) 1
b*t] the value, ln(a), would have to be converted to the
antilog to determine the proportion. One further note is
that the fits are best made by converting the original sur-
vivor points to natural logarithms (base e) rather than
common logarithms (base 10). The reason is that in ex-
ponential form the b term in the exponent can be read
directly (ignoring the negative sign) as a visit-initiation
rate, in units of t. If the fits are to the common loga-
rithms, an additional (albeit simple) transformation is re-
quired to read the value of b as a response rate in units
of t. (We use the exponential trendline routine in Micro-

The chart below each panel in Figure 3
summarizes the measures of responding for
each plot in the pair. By design, for each pair
the difference in total response rate between
simulations is about the same. This differ-
ence, however, is generated through different
patterns of change in the components of re-
sponse rate—namely, through differences in
visit-initiation rate for the pair in the top pan-
el and through differences in the average
number of responses per visit for the pair in
the lower panel.

Because the simulation program tagged
(i.e., coded) the responses as either visit ini-
tiations or within-visit responses, it was possi-
ble to calculate visit-initiation rates and the
average number of responses per visit directly
from these coded response and time totals
for the session. Visit-initiation rate was calcu-
lated by dividing the number of visit initia-
tions (determined from the coded responses)
by the time available for visit initiations. That
time was the session time (for the relevant
component) minus the time spent engaged
in visits. The average number of responses
per visit was calculated by dividing the total
number of responses by the number of visit
initiations.

The scatter plots in Figure 4 indicate that
the estimates derived from the log survivor
fits from 10 simulations corresponded fairly
well to values derived from direct calculations
based on the coded responses. This corre-
spondence indicates that the fits to the limbs
of log survivor plots can provide valid esti-
mates of visit-initiation rate and average num-
ber of responses per visit. It is apparent, how-
ever, that the visit-initiation rates were
consistently higher when estimated from the
log survivor fits than when calculated directly
from the coded response data (i.e., the solid
points in the top panel are above the diago-
nal that indicates exact correspondence). In
part, this discrepancy results from the fact
that the slope of the log survivor limb esti-
mates the average visit-initiation rate that
would occur if the whole time were available

soft Excelt for these fits. The logarithmic transforma-
tions [base e] are carried out automatically.) Note that
the estimates will likely be quite different if exponential
functions are fitted to the unlogged proportions. We
think it makes most sense to fit a straight line to the
logarithms because doing so corresponds most closely to
how the log survivor plots appear.
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Fig. 4. Scatter plots, based on 10 simulations, showing
the correspondence between two ways of computing visit-
initiation rate (top panel) and average number of re-
sponses per visit (bottom panel). The performance mea-
sures estimated from the tails of the log survivor plots (as
illustrated in Figure 3) are plotted as a function of the
corresponding performance measures computed directly
from coded responses. The diagonal lines indicate per-
fect correspondence. The filled points in the top panel
indicate the estimated visit-initiation rates based on the
numerical values of the exponents (as in Figure 3). The
open points indicate the estimated visit-initiation rate af-
ter adjusting the values for proportion of time occupied
by the visits, as described in the text.

for visit initiations. But a visit cannot be ini-
tiated while a visit is already engaged. Thus,
to produce a closer correspondence between
the estimated visit rate (from the log survivor
limbs) and the observed visit rate (here, from
the coded responses), it is necessary to adjust
the estimated visit rate downward, taking into

account visit-engagement time. As discussed
more fully in the Appendix, the adjusted visit-
initiation rate, V 9, was computed by

(1/V )
V 9 5 V , (1)1 2(1/V ) 1 NW

where V indicates the unadjusted visit-initia-
tion rate, N indicates the average number of
responses per visit, and W indicates the with-
in-visit average IRT. We set W equal to the
median within-visit IRT for the simulations
(i.e., 0.0037 min or 0.22 s). The adjusted visit-
initiation rates (shown as the open points in
the top panel of Figure 4) correspond closely
to the observed values calculated from the vis-
it-initiation totals as coded by the simulations
(albeit with a small remaining upward dis-
placement from the line of exact correspon-
dence that we do not yet understand).

We think the unconstrained estimates of
visit-initiation rates are preferable to the ac-
tually measured visit-initiation rates because
the latter are constrained, and thus limited in
generality by the duration of the response
unit, namely visits. For that reason, in the re-
mainder of the paper we will report estimates
of visit-initiation rates that are not adjusted.
In any case, the differences between the un-
constrained and adjusted values will usually
be small except when visit duration is long
and visit-initiation rate is high (see Shull,
1991, pp. 263–265).

The samples of IRTs were of sufficient size
to generate valid and stable estimates of visit-
initiation rate and average number of re-
sponses per visit. It should be noted, however,
that log survivor plots with small sample sizes
will tend to be variable and will lead to in-
consistent estimates. Our daily samples (from
the simulations and from the rats) typically
contained between 400 and 2,000 responses;
some samples, however, contained as few as
200 responses, and for Rat A3 (below) there
were occasionally as few as 50.

PART 2:
DATA FROM RATS

Part 1 described a method for computing
two different dependent variables from fits to
segments of log survivor plots of IRT distri-
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butions. The data from the simulations
showed that, under some conditions at least,
the slope and intercept of the limb segment
could be interpreted as valid estimates of visit-
initiation rate and average number of re-
sponses per visit, respectively. An important
question at this point is whether these new
dependent variables vary systematically as a
function of independent variables so as to
provide new insights about the control of be-
havior.

METHOD

Subjects

The subjects were 7 male Long Evans
hooded rats, identified as members of Squad
A (4 rats) or Squad B (3 rats; a 4th rat in this
squad died before the start of the present
project). They were obtained from a com-
mercial breeder at about 6 weeks of age
(about 150 g) and were housed in individual
plastic cages throughout the project. Water
was freely available in each rat’s home cage
and in the experimental chamber. The hous-
ing rooms were maintained at about 22 8C
and were on a 12:12 hr light/dark cycle; the
experimental sessions were conducted during
the light periods.

For the first several weeks, the rats were
handled daily to adapt them to being picked
up and carried. Following this acclimation pe-
riod, a food-deprivation regimen was begun.
Each rat was allowed free access to food (lab
blocks) for about 1.5 hr each day. Training in
the experimental chambers began when the
rats had grown to about 250 g (about 4
months old). Once training began, the rats
were given free access to food in their home
cages for at least 1 hr shortly after each daily
session (usually, between 1 and 1.5 hr). With
this regimen, the rats continued to gain
weight, gradually leveling off at between 315
and 345 g—a level that was maintained
throughout the remainder of the project.
This weight level is the same as described by
Ator (1991) as an appropriate and effective
deprivation level for male Long Evans hood-
ed rats.

The rats differed in age and experimental
histories. At the beginning of this project, the
rats in Squad A were about 15 months old
and those in Squad B were about 7 months
old. The rats in Squad A had spent the pre-

vious year in a study involving choice (by
pressing one of two levers) between different
signaled delays of food reinforcement; the
rats in Squad B had spent the previous 4
months in a study involving key poking rein-
forced by food pellets under various multiple
schedules of food reinforcement.

Apparatus

The experimental chambers were four sim-
ilar two-lever operant chambers (30 cm wide
by 32 cm deep by 30 cm high) constructed
of sheet metal (top and three sides) and clear
plastic (rear door, 21 cm by 30 cm). The floor
was made of stainless-steel rods (0.7 cm di-
ameter) spaced 1 cm apart. In the middle of
the front panel, centered 4.3 cm above the
floor, was a rectangular opening (4.4 cm by
4.4 cm) giving access to a small metal food
tray. An electrical pulse to a Gerbrands pellet
dispenser located behind the front panel
caused a food pellet (45 mg Noyes Formula
A) to drop into the food tray. The operation
of the dispenser made a click, and the pellet
landing in the tray made a plinking sound a
fraction of a second later (both sounds could
be easily heard by a person standing several
meters from the chamber). Reinforcer deliv-
eries were not signaled by any change in il-
lumination. Each rat always had its daily ses-
sion in the same chamber.

A translucent plastic key (Lehigh Valley
Electronics) was mounted behind a round
hole (1.9 cm diameter) through the left wall.
The center of the key was 5.1 cm toward the
rear of the chamber from the front wall and
6.2 cm above the floor. A recordable response
occurred when the key was pushed a distance
of about 1.5 mm (measured at the center)
with a force of at least 0.18 N (three of the
four chambers) or 0.3 N (the fourth cham-
ber; Rats A4 and B3). Such responses pro-
duced a brief click from a small snap-action
switch connected to the key. The rats were
nearly always observed to press the key with
their noses; occasionally they used their paws.
The key could be illuminated from behind
with either a blinking white light (two flashes
per second) or a continuously illuminated
white light (2 GE 1829 bulbs operated at 28
V DC).

Toward the back of the chamber along the
left wall (approximately 24 cm from the front
wall and 2.5 cm above the floor) was a small
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hole through which a metal drinking spout
protruded about 1 cm into the chamber. The
spout was attached to a water bottle suspend-
ed outside the chamber and allowed free ac-
cess to water throughout each session.

The four chambers were placed on shelves
on a cart, two on the top shelf and two on a
lower shelf. No attempt was made to shield
the chambers from sounds from other cham-
bers. It was apparent that each rat quickly
learned to go to its food tray only when its
own feeder operated. Normally, the four
chambers operated at the same time (al-
though out of phase). But occasionally, as a
check, a daily session was conducted with one
of the rats in isolation. No systematic differ-
ence was detected as a function of whether
or not the other chambers were operating.

During experimental sessions the lights in
the room were darkened, but we could ob-
serve the rats easily when the keys were light-
ed and even when the keys were darkened
because of dim light that entered the room
from the hallway through a translucent win-
dow in the door. There was no other source
of illumination in the chambers (i.e., no
houselight or feeder light).

Each chamber was connected to its own
dedicated special-purpose computer (Walter
& Palya, 1984) for controlling the experimen-
tal events and recording the data.

Procedure

For all 10 conditions the basic procedure
was a multiple schedule. That is, during each
session the keylight alternated every 50 s be-
tween blinking (two flashes per second) and
steady illumination (with a 5-s dark period
following each keylight presentation). Each
daily session consisted of 40 blink–steady cy-
cles. Throughout a block of daily sessions
(i.e., within a condition) one schedule of re-
inforcement was correlated with the blinking
keylight and a different schedule of rein-
forcement was correlated with the steady key-
light. Responding had no programmed con-
sequences during the 5-s blackouts between
keylight components.

Our intent was to generate two different
performances per condition, one under dis-
criminative control of the blinking light and
the other under discriminative control of the
steady light. One of the discriminative stimuli
in each pair (the rich-reinforcement signal)

was correlated with about four times as many
pellets per cycle as the other discriminative
stimulus (the lean-reinforcement signal). But
within this constraint, the schedules were al-
tered in various ways between conditions in
the hope of producing a variety of different
response rates.2 (Table 1 summarizes these
conditions; detailed descriptions of the
schedules are presented below.) The IRTs
generated by these various schedules were
then used to assess the effects of the different
independent variables on visit-initiation rate
and average number of responses per visit.

The set of 10 conditions permitted com-
parison of two levels of the following inde-
pendent variables: (a) rate of reinforcement
(15 reinforcers per hour vs. 60 reinforcers
per hour), (b) amount of reinforcement
(one food pellet per reinforcer vs. four food
pellets), (c) percentage of reinforcers that
were contingent on key poking (25% vs.
100%), and (d) the imposition of a tandem
response requirement at the end of a VI
schedule (no additional requirement vs. a
tandem FR or VR requirement). Some of
these comparisons were made between the
two discriminative stimuli of a multiple-sched-
ule pair; other comparisons were made be-
tween conditions (see Table 2).

Interresponse times were recorded sepa-
rately for each discriminative stimulus during
the last three sessions of each condition. The
computer recorded IRTs in units of 0.01 s,
but we suspect that our system actually re-
solved IRTs to only about the nearest 0.1 s.
The IRT for the first response in each 50-s
discriminative-stimulus component was mea-
sured from the start of the component; the
IRTs of all subsequent responses during the
component were measured from the previous
response.

A more detailed description of each of the
schedule pairs follows. The conditions are
identified by their order in the series of 10
conditions (Table 1). Unless noted otherwise,
the reinforcer was a single 45-mg food pellet.

For Condition 1, the rich-reinforcement
discriminative stimulus (blinking light) was

2 One or two resistance-to-extinction tests were given
after each of these conditions to see if there was any re-
lation between visit-initiation rate and resistance to ex-
tinction in the presence of the discriminative stimuli (see
Nevin & Grace, 2000). We hope to present data from
some of these extinction tests in a subsequent paper.
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Table 1

The order of the 10 conditions, the schedules of reinforcement that were in effect in the
presence of each of the two discriminative stimuli during each condition, the type of discrim-
inative stimulus that signaled the rich-reinforcement component (blinking keylight [B] or
steadily illuminated keylight [S]), and the number of sessions devoted to each. The rich-
reinforcement component of the multiple-schedule pair provided an average of about four
times as many food pellets per component as did the lean-reinforcement component. Repli-
cations are indicated in parentheses.

Condition
order

Schedules of multiple pair

Rich Lean
Stimulus

rich
Number of

sessions

1 VI 1 min VI 4 min B 27 (Squad A)
30 (Squad B)

2 VI 4 min 1 VT 1.33 min VI 4 min B 30
3 VI 2 min: 4 pellets VI 2 min: 1 pellet S 34
4 VI 2 min: 4 pellets Tandem VI 2 min FR 4: 1 pellet S 30
5 VI 2 min: 4 pellets Tandem VI 2 min VR 9: 1 pellet S 17
6 (3) VI 2 min: 4 pellets VI 2 min: 1 pellet S 29
7 VI 2 min: 1 pellet 1

VT 2 min: 3 pellets
VI 2 min: 1 pellet S 43

8 VI 2 min: 1 pellet 1
VT 2 min: 3 pellets

Tandem VI 2 min VR 4: 1 pellet S 26

9 VI 2 min: 1 pellet 1
VT 2 min: 3 pellets

Tandem VI 2 min VR 9: 1 pellet S 24

10 (7) VI 2 min: 1 pellet 1
VT 2 min: 3 pellets

VI 2 min: 1 pellet S 25

Table 2

The source of comparisons for determining the effects of types of independent variables on
aspects of responding. The left column shows the type of variable being compared. The right
column shows the condition (identified by the condition order shown in Table 1) and the
component of that condition (rich reinforcement vs. lean reinforcement).

Type of comparison, expected to
generate low total response rate (left)

vs. high response rate (right) Conditions compared

Rate of reinforcement (15 vs. 60 reinforcers per hour)
VI 4 min vs. VI 1 min 1-Lean vs. 1-Rich

Amount of reinforcement (1 vs. 4 pellets)
VI 2 min: 1 pellet vs. VI 2 min: 4 pellets 3-Lean vs. 3-Rich

6-Lean vs. 6-Rich

Percentage contingent reinforcement (25% vs. 100%)
[VI 4 min 1 VT 1.33 min] vs. VI 1 min
[VI 2 min: 1 pellet 1 VT 2 min: 3 pellets] vs. VI 2 min: 4 pellets

2-Rich vs. 1-Rich
7-Rich vs. 3-Rich
10-Rich vs. 6-Rich

Tandem VR (1 vs. 9 responses)
VI 2 min vs. [tandem VI 2 min VR 9] 3-Lean and 6-Lean vs. 5-Lean

7-Lean and 10-Lean vs. 9-Lean

correlated with a VI 1-min schedule, and the
lean-reinforcement discriminative stimulus
(steady light) was correlated with a VI 4-min
schedule. Each of the VI schedules (here and
throughout the experiment) was comprised
of 16 different intervals and provided a
roughly constant probability of reinforce-

ment in time since the last reinforcer (Flesh-
ler & Hoffman, 1962; Hantula, 1991). Upon
the first presentation of a component in a ses-
sion and immediately following each presen-
tation of an assigned reinforcer, one of the
16 intervals was randomly selected (with re-
placement). Once an interval had assigned a
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reinforcer, the next interval did not begin to
time until the assigned reinforcer had been
delivered. If an assigned reinforcer had not
been delivered when the current 50-s multi-
ple-schedule component ended, the reinforc-
er assignment was saved and carried over to
the next presentation of that component.
Likewise, at the end of a 50-s component, the
time elapsed during an interval of a VI sched-
ule was saved so that the interval resumed
timing at the same point when the program
returned to that component.

For Condition 2 during the rich-reinforce-
ment discriminative stimulus, key pokes were
reinforced by a VI 4-min schedule (15 pellets
per hour) while a VT 1.33-min schedule op-
erated concurrently delivering pellets inde-
pendently of any response (45 pellets per
hour), for a total of 60 reinforcers per hour.
Thus, approximately 25% of the reinforcers
were contingent on key poking. The lean-re-
inforcement discriminative stimulus again
was correlated with a VI 4-min schedule of
reinforcement (i.e., 15 reinforcers per hour).
The VT schedules were constructed and op-
erated as described above for the VI sched-
ules.

Under Condition 3, both discriminative
stimuli were correlated with a VI 2-min sched-
ule. The number of pellets presented per re-
inforcement differed in the two components.
In the presence of the rich-reinforcement dis-
criminative stimulus, the reinforced response
produced four pellets (the first coming im-
mediately after the response and the next
three following at 0.25-s intervals). For the
lean-reinforcement discriminative stimulus,
the reinforced response produced a single
pellet, as before. These schedules are desig-
nated as VI 2 min: 4 pellets and VI 2 min: 1
pellet.

Under Condition 4 the rich-reinforcement
discriminative stimulus was again correlated
with a VI 2-min: 4-pellet schedule. The lean-
reinforcement discriminative stimulus was
correlated with a tandem VI 2-min FR 4: 1-
pellet schedule. That is, for a response to be
reinforced, the time interval specified by the
VI 2-min schedule had to elapse and then five
responses had to occur (rather than just the
one response normally required by a VI
schedule). No stimulus change indicated the
completion of the VI interval and the start of
the FR 4 requirement. There is some debate

about why adding a small FR schedule in tan-
dem with a VI schedule might increase re-
sponse rate, but there is no doubt that it does
so (Ferster & Skinner, 1957; Killeen, 1969;
Peele, Casey, & Silberberg, 1984). Moreover,
if the size of the tandem FR is fairly small, the
rate of reinforcement will remain close to the
maximum allowed by the VI schedule.

Condition 5 was identical to Condition 4
except that the additional tandem response
requirement was a VR 9 schedule of rein-
forcement instead of an FR 4. The response
requirement of the VR ranged from a mini-
mum of 1 to a maximum of 17. Each re-
sponse requirement within this range had an
equal probability of occurring (i.e., the fre-
quency distribution was rectangular).

Condition 6 was a replication of Condi-
tion 3.

Under Condition 7, in the presence of the
rich-reinforcement discriminative stimulus, a
VI 2-min: 1-pellet schedule was in effect for
key poking, and a VT 2-min: 3-pellet schedule
operated concurrently. Again, the first pellet
of the three was delivered immediately after
the VT interval had elapsed, and the other
two were delivered after successive intervals
of 0.25 s. The lean-reinforcement discrimi-
native stimulus was correlated with a VI 2-
min: 1-pellet schedule.

Conditions 8 and 9 were identical to Con-
dition 7 except that during the lean-rein-
forcement discriminative stimulus a VR 4
schedule (Condition 8) or a VR 9 schedule
(Condition 9) was added in tandem to the VI
2-min: 1-pellet schedule.

Condition 10 was a replication of Condi-
tion 7.

With few exceptions, sessions were con-
ducted 7 days per week. During the first few
conditions, response rates appeared to stabi-
lize by about 15 training sessions. We there-
fore typically conducted at least 20 training
sessions per condition (see Table 1), stopping
at a convenient point thereafter provided that
there was no apparent upward or downward
trend over sessions in total response rate for
any rat in the presence of either discrimina-
tive stimulus.

RESULTS

One-session samples of log survivor plots
from the 4 rats in Squad A (Figure 5) suggest
that, indeed, the slope and intercept of the
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Fig. 5. Single-session log survivor plots from the last sessions of the conditions indicated for each of the rats in
Squad A. Proportions are plotted for consecutive 0.2-s intervals from 0 through 1 s; they are plotted for consecutive
1-s intervals from 1 s through 20 s. The following summarizes the specific comparisons (Tables 1 and 2). Top row:
VI 4 min (open) versus VI 1 min (filled) (i.e., Condition 1-Lean vs. Condition 1-Rich). Second row from the top: VI
2 min: 1 pellet (open) versus VI 2 min: 4 pellets (filled) (i.e., Condition 3-Lean vs. Condition 3-Rich). Third row
from the top: 25% of the 60 reinforcers per hour response contingent (open) versus 100% response contingent
(filled) (i.e., Condition 2-Rich vs. Condition 1-Rich). Bottom row: the absence (open) or presence (filled) of a tandem
VR 9 requirement at the end of a VI 2-min schedule (i.e., Condition 3-Lean vs. Condition 5-Lean).

log survivor limbs are affected by different
classes of independent variables. Although
there were some exceptions, differences in
the rate of reinforcement, amount of rein-
forcement, and percentage of reinforcers
that were response contingent affected the
slope of the right limb (i.e., what we interpret
as estimating visit-initiation rate) but had lit-
tle systematic effect on the y-axis intercept
(see plots in the top three rows of Figure 5).

Adding a tandem VR 9 schedule (bottom
row), in contrast, strongly affected the y-axis
intercept of the limb (the inverse of which
we interpret as estimating the average num-
ber of responses per visit). The tandem VR
sometimes had an additional effect in that
the visit-initiation limb was sometimes less
steep with the tandem VR than without (cf.,
e.g., the plots for Rat A2, bottom row). The
implication is that adding the tandem VR re-
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scribed for Figure 3, straight lines have been fitted to the
natural logarithms of the segment of the plots ranging
from t 5 1 s through 12 s (shown by the straight line
through the filled and open circles) and the equations
listed. The chart under each set of plots (see Figure 3)
indicates the relevant performance measures.

Fig. 6. Illustration of the method of estimating visit-
initiation rate and average number of responses per visit
from log survivor plots generated by Rat A1. Each IRT
distribution (plot) comes from a single session. The pair
of plots in the upper panel show the effect of varying the
rate of reinforcement (VI 4 min vs. VI 1 min). The pair
of plots in the lower panel show the effect of adding a
VR 9 schedule in tandem to a VI 2-min schedule. As de-

quirement increased the length of a visit (re-
sponses per visit) but reduced the rate of ini-
tiating visits.

Although visual inspection of these plots
indicates that the different classes of experi-
mental variables affected the characteristics
of the log survivor plots differently, it would
be helpful to have quantitative estimates of
these effects. Figure 6 illustrates the applica-
tion of the method for estimating visit-initia-
tion rate and number of responses per visit
(discussed earlier in relation to the simula-
tion data; Figure 3) to data generated by 1 of
the rats. The top panel shows the effects of
different rates of reinforcement (VI 1 min vs.
VI 4 min) on the log survivor plots. The most
obvious effect was on the slope of the right
limb, an effect that we interpret as changing
the visit-initiation rate. The bottom panel
shows that including or not including a tan-
dem VR 9 schedule at the end of a VI 2-min
schedule affects the y-axis intercept of the
limb, an effect that we interpret as changing
the number of responses per visit. The limbs
in both sets are reasonably linear (on the log-
arithmic y axis) so that the fits to the limb
segments (1 to 12 s) seem to characterize the
limbs reasonably well. The estimated visit-ini-
tiation rates and responses per visit, listed in
the chart under each set of plots, confirm
that rate of reinforcement affected the visit-
initiation rate and that adding the tandem VR
affected the responses per visit. Both kinds of
manipulation had about the same effect on
total response rate (listed in the charts), but
they affected the components of response
rate quite differently.

This kind of analysis was applied to the log
survivor plots for all the rats. The fits were
carried out on the IRT data from each of the
last three sessions of each condition. The me-
dian values of visit-initiation rate and respons-
es per visit, as determined from these fits, are
plotted for the indicated conditions for the
rats in Squad A (Figure 7) and Squad B (Fig-
ure 8). Also shown are the corresponding to-
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Fig. 7. The effects of different independent variables on total response rate, visit-initiation rate, and responses
per visit for each of the 4 rats in Squad A. Each set of panels presents the data from a different rat. Each data point
is the median value of the last three sessions of the condition. Total response rate (top row in each panel) was
computed from response totals. Visit-initiation rate (middle row) and the average number of responses per visit
(bottom row) were estimated from the limbs of the log survivor plots. Data are shown for two levels of each variable.
For each type of variable, the x-axis value on the left was expected to generate the lower total response rate, and the
x-axis value on the right was expected to generate the higher total response rate. Replications are indicated by dashed
lines. Unconnected points for the tandem comparison (VI alone) indicate additional replications of the VI 2-min
schedule with one pellet per reinforcer. Although it is not essential to appreciate the trends, one can determine the
particular conditions and components that generated the points from Table 2. In some cases, the pair of points (left
vs. right) came from the two different multiple-schedule components of a single condition. Other pairs came from
multiple-schedule components from two different conditions. Moreover, the percentage-of-contingent-reinforcement
variable was changed two different ways (see Tables 1 and 2). For one comparison (solid line), the 25% value was
generated by a VI 4-min plus VT 1.33-min schedule during the discriminative stimulus (Condition 2-Rich) and the
100% value was generated by a VI 1-min schedule (Condition 1-Rich). For the other two comparisons, the 25% value
was generated by a schedule arranging VI 2 min: 1 pellet plus VT 2 min: 3 pellets (Condition 7-Rich and Condition
10-Rich), and the 100% value was generated by a VI 2-min: 4-pellet schedule (Condition 3-Rich and Condition 6-
Rich).

tal response rates (medians) for the indicated
conditions. As expected, total response rate
(top row in each panel) was increased by in-
creasing the rate of reinforcement (from VI
4 min to VI 1 min), the amount of reinforce-
ment (from one to four pellets per reinforc-
er), the percentage of reinforcers that were
response contingent (from 25% to 100%),
and by adding a VR 9 component in tandem
with a VI schedule. These variables, however,
had different effects on the components of
total response rate, consistent with the im-
pressions from inspecting the log survivor
plots. Increases in reinforcement rate,
amount, and percentage of response-contin-
gent reinforcement increased visit-initiation
rate (middle row, first three columns of each
panel). These variables also tended to in-
crease the number of responses per visit (bot-
tom row, first three columns), but this effect
was smaller and less consistent than the effect
on visit-initiation rate. In contrast, adding the
tandem VR 9 requirement increased the
number of responses per visit (bottom row,
far right in each panel) and often decreased
the visit-initiation rate (middle row, far right).

One notable feature of the data in Figures
7 and 8 is that the trends held up over rep-
lications, despite the fact that the schedule
correlated with the alternative discriminative
stimulus of the multiple-schedule pair some-
times differed between replications. The con-
sistency across replications appeared to be
about the same, regardless of the measure of
performance. Moreover, the trends appeared
to be reasonably consistent across the 7 rats.

Although not critical to our conclusion
that the tandem VR 9 strongly affected visit
length, we nevertheless wondered to what ex-
tent the long visit length (i.e., the large num-
ber of responses per visit) under the tandem
VI 2-min VR 9 schedule represented a stable
(i.e., learned) characteristic of performance
under control of the discriminative stimulus.
Figure 9 addresses this question by showing,
for the rats in Squad A, the log survivor plots
from the last session under the tandem VI 2-
min VR 9 schedule (Condition 5-Lean) and
from the very next session when the tandem
VR 9 component was removed (Condition 6-
Lean). Also shown, for comparison, are the
plots from the last sessions under Condition
3-Lean and Condition 6-Lean (i.e., a VI 2-min
schedule without the tandem VR). The im-
portant finding is that the average number of
responses per visit on the first session without
the tandem VR 9 component was similar to
that on the last session with the tandem VR
9 component. Apparently, the long visit
length that is engendered by the tandem VR
component persists after the VR component
is removed. In other words, the long visit
length appears to be a learned response pat-
tern rather than an artifact of whatever re-
sponse requirement is currently in effect.
The results were similar for the rats in Squad
B (see Table 3, which shows, for all the rats,
the average number of responses per visit es-
timated from the log survivor plots for these
sessions).

Figures 7 and 8 (bottom right set for each
rat) showed that adding a tandem VR 9 re-
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Fig. 8. The effects of different independent variables on total response rate, visit-initiation rate, and responses
per visit for each of the 3 rats in Squad B. The plots are as described for Figure 7.
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Fig. 9. Log survivor plots for the rats in Squad A, showing the persisting effects of the tandem VR 9 requirement
on average responses per visit. The most important comparison is between the last session with the tandem VR
requirement (dotted line) and the subsequent first session without the tandem VR 9 requirement (dashed line), and
then between those two plots and the other two, which show the effects of extended exposure to no tandem VR 9
requirement. The plots are from the sessions indicated [as identified in Table 2: last session of Condition 3-Lean
(solid); last session of Condition 5-Lean (dotted); first session of Condition 6-Lean (dashed); last session of Condition
6-Lean (dash, double dots)]. Proportions are plotted for consecutive 0.2-s intervals from 0 through 1 s; they are
plotted for consecutive 1-s intervals from 1 s through 20 s.

Table 3

Average number of responses per visit (estimated from limbs of log survivor plots) for the
sessions indicated. The values in the top and bottom rows show for each rat (Squads A and
B) the effects of extended training under a VI 2-min schedule with no tandem VR require-
ment. The values in the row second from the top show the effects of training under a tandem
VI 2 VR 9 schedule. The values in the row third from the top show the persisting effects of
the tandem VR 9 during the first session without the VR 9.

Source of data
(condition)

Rat

A1 A2 A3 A4 B1 B2 B3

Last session, no VR (C3-Lean)
Last session, VR 9 (C5-Lean)
First session, no VR (C6-Lean)
Last session, no VR (C6-Lean)

2.37
6.10
5.85
3.19

2.86
7.14
6.00
3.10

1.53
12.06
8.22
3.30

4.86
11.79
12.90
4.26

3.49
6.48
5.66
5.27

3.01
12.45
9.71
4.92

4.45
11.66
12.64
6.68
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quirement increased the average number of
responses per visit (i.e., visit length). Figure
10 shows a similar effect with a smaller tan-
dem response requirement—either a tandem
FR 4 (Condition 4-Lean) or a tandem VR 4
(Condition 8-Lean). Moreover, 11 of the 14
plots in Figure 10 show that visit length in-
creased as a function of the size of the tan-
dem response requirement over the range ex-
amined. Apparently, visit length is somewhat
sensitive to the size of the response require-
ment, not merely to its presence or absence.

DISCUSSION

A primary question is whether the log sur-
vivor analysis helps validate the two-mode
conception of intermittently reinforced re-
sponding. The broken-stick appearance of
the log survivor plots provides one bit of sup-
port. The two limbs plausibly result from two
different processes or states, each correlated
with a different rate of response emission. In-
deed, in studies of naturally occurring behav-
ior outside the laboratory, such broken-stick-
appearing log survivor plots have often been
taken as evidence that the behavior under in-
vestigation is organized into bouts (Clifton,
1987; Slater & Lester, 1982; Tolkamp & Kyr-
iazakis, 1999). In addition, variables that had
similar effects on total response rate had dif-
ferent effects on the slope and the intercept
of the right limb of the log survivor plots (Fig-
ures 5 through 8). Apparently, those mea-
sures specify functionally distinct properties
of responding that separately contribute to
changes in total response rate. Our results
thus support previous suggestions, cited in
the introduction, that intermittently rein-
forced responding is usefully viewed as oc-
curring in engagement bouts.

The method used here to estimate the rate
and length of visits does not involve classify-
ing individual responses as either visit-initia-
tion or within-visit responses. It is therefore
limited in the degree of detail that it can pro-
vide about the organization of intermittently
reinforced responding. It does, however, in-
dicate the rate and average length of visits.
Such summary measures may be sufficient for
addressing certain kinds of questions about
behavior. That the effects were reasonably
consistent among the individual rats and
across replications increases our confidence

in the reliability and validity of the estimation
technique. (See the Appendix for some ad-
ditional considerations and data that bear on
the validity of the estimates.)

A different approach to estimating the av-
erage number of responses per visit was de-
scribed by Nevin and Baum (1980) and Baum
(1992). They developed an equation, based
on a plausible version of a two-mode concep-
tion of responding, that described how rate
of reinforcement on a VI schedule varies as a
function of rate of responding (i.e., the feed-
back function for VI schedules). They inter-
preted one of the free parameters of the
equation as indicating the average number of
responses per visit. Thus, by fitting the equa-
tion to a set of response- and reinforcement-
rate data from a VI schedule, in which re-
sponse rate is varied over a wide range (say,
by satiation), a numerical estimate is obtained
for the average number of responses per visit.
It could be quite interesting to see how well
the estimates based on the fits of Nevin and
Baum’s equation correspond to estimates
from the limb of log survivor plots. Doing so,
however, would require a different kind of
data set from that generated in our study.

We do not know to what extent the pat-
terns of responding that we have observed
with key poking by rats generalize to other
response forms (e.g., lever pressing by rats or
key pecking by pigeons). Our hunch is that
a more effortful response, such as pressing a
fairly heavy lever, would generate longer and
more variable within-visit IRTs. If so, the log
survivor plots could show a more gradual
bending instead of the kind of sharp break
that was apparent in most of the log survivor
plots generated by our rats. Such plots would
complicate the estimation of visit-initiation
rate and responses per visit. The relatively
simple estimation procedure that we have de-
scribed requires a reasonably linear right
limb. Our hunch also is that relatively rich VI
schedules might generate survivor functions
whose limbs deviate more clearly and system-
atically from linearity than those generated by
our rats. The delivery of food disrupts ongo-
ing operant behavior and requires time for
consumption. If these events occur frequent-
ly, the IRT distribution can be materially af-
fected. There is a hint in the data (see Figure
5) that the right limbs are more nearly linear
under the leaner (VI 4 min, open circles)
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Fig. 10. Average number of responses per visit plotted as a function of the size of the tandem response require-
ment added to a VI 2-min schedule. The average numbers of responses per visit were estimated from the y-axis
intercepts of the lines fitted to the limbs of the log survivor plots, as described in the text. Each point is the median
value over the last three sessions of the indicated condition. For one series (filled circles), the four-response require-
ment was a tandem FR 4; for the other series (filled triangles), it was a VR 4. The legend indicates the conditions
that generated the various points (see Tables 1 and 2).
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than under the richer (VI 1-min, filled cir-
cles) schedules. Also, the simple version of
the two-mode conception expressed in Figure
2 ignores possible sequential dependencies in
responding, periodicities, additional kinds of
disengagement states (see the Appendix),
and other complexities. Figure 2 expresses a
model of responding that surely is simplistic.
Yet the method of estimating visit-initiation
rate and average number of responses per vis-
it that was based on this simple, first-approx-
imation model was serviceable in revealing
orderly, replicable results that differentiated
classes of experimental variables in a way that
the traditional unitary measure of response
rate does not.

From the perspective of Herrnstein’s
(1970) hyperbolic equation for response rate,
rate of reinforcement, amount of reinforce-
ment, and percentage of response-contingent
reinforcement are all variables that affect the
relative reinforcement correlated with the
designated response. It is of interest, then,
that these three variables affected the total
response rate of our rats in much the same
way—namely, by affecting the slope of the log
survivor limb (i.e., what we interpret as visit-
initiation rate). The present results, then,
could be interpreted as another illustration
that relative reinforcement affects the dispo-
sition to engage in operant behavior (or the
strength of operant behavior).

Adding a VR requirement in tandem to a
VI schedule also increases the total response
rate. It makes little sense, however, to think
of the additional VR as increasing the relative
reinforcement for the response. If anything,
it might be thought to decrease the relative re-
inforcement because of the additional work
or lengthened reinforcer delay timed from
initiating a visit. We find it significant, there-
fore, that adding the tandem VR increased
response rate by increasing the length of the
visits despite often decreasing the rate of visit
initiations. Apparently, not all increases in to-
tal response rate imply corresponding in-
creases in relative reinforcement. And at least
in this one case, the analysis of log survivor
plots can distinguish the two kinds of effects.

The effect of the tandem VR requirement
on responses per visit raises the possibility of
a general approach toward understanding
how different kinds of reinforcement sched-
ules affect behavior. The basic idea is that

however else their effects might differ, differ-
ent kinds of reinforcement schedules differ
in the extent to which they favor the devel-
opment of long visits. Under a VI schedule,
for example, during a period of disengage-
ment, the likelihood of reinforcement contin-
ually increases until a visit initiation occurs
(cf., Anger, 1956; Cole, 1999; Morse, 1966).
At that point, the likelihood that the next re-
sponse will be reinforced immediately drops.
Put casually, once the animal checks the avail-
ability of reinforcement by visiting, there is
little point in lingering because the reinforc-
er is unlikely to have become available during
the short interval since the last check. Thus,
a response could become a discriminative
event, signaling a period of reduced likeli-
hood of reinforcer availability. The effect
would be to generate short visits so that a rel-
atively high proportion of responses on VI
schedules would be visit initiations, making
total response rate fairly sensitive to relative
reinforcement variables (de Villiers & Herrn-
stein, 1976; Herrnstein, 1970; Williams,
1988).

In contrast, under an FR schedule each re-
sponse produces an immediate increase in
the likelihood of reinforcement (or an in-
crease in the proximity to the next reinforc-
er). Thus, once a visit is initiated, the tenden-
cy should be to continue the visit until the
reinforcer is obtained (Mazur, 1982, 1983).
Upon delivery of the reinforcer, the likeli-
hood that the next response will be rein-
forced drops immediately (i.e., the proximity
to the next reinforcer immediately increases).
Hence, the delivery of the reinforcer should
be a discriminative event favoring disengage-
ment from a visit. The well-known pattern of
responding under FR schedules—a pause af-
ter reinforcement followed by a mostly un-
interrupted period of responding until the
next reinforcement—is consistent with this
interpretation. Moreover, this interpretation
anticipates that the average duration of the
pause increases as a function of the size of
the FR (Felton & Lyon, 1966; Mazur, 1982,
1983; Shull, 1979). The fixed response re-
quirement imposes a delay between the visit
initiation and reinforcement—a kind of
changeover delay (Shull & Pliskoff, 1967).
The larger the FR, the longer this delay will
be. Because the rate of initiating a behavioral
sequence decreases as a function of the delay
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to reinforcement following the initiating re-
sponse (cf. Fantino, 1977), the rate of visit
initiations should decrease as a function of
FR size (Shull, 1979). The average postrein-
forcement pause is, of course, simply the in-
verse of the rate (or speed) of the initial visit
initiation following reinforcement; hence,
the pause should increase as a function of FR
size. Significantly, the log survivor plots of
postreinforcement pauses from FR schedules
have a long and reasonably linear right limb
segment, the slope of which decreases toward
zero as a function of FR size (see Capehart,
Eckerman, Guilkey, & Shull, 1980; Shull,
1979, 1991). Also, the pause, viewed as the
inverse of the rate of the initial visit initiation,
would be expected to be sensitive to other
relative reinforcement variables such as
amount of reinforcement. That seems also to
be the case (see Mazur, 1982; Shull, 1979).

Under VR schedules, the likelihood of re-
inforcement does not drop with each re-
sponse as it does under VI schedules. Instead,
the likelihood either remains the same (e.g.,
under random-ratio schedules) or increases
(e.g., under arithmetic distributions). Thus, a
response should not become discriminative
for a period of reduced likelihood of rein-
forcement, and a visit, once engaged, should
tend to continue until reinforcement. Be-
cause there are some small response counts
(hence brief delays to reinforcement), the
rate of visit initiation following disengage-
ment should be fairly high (Mazur, 1983;
Schlinger, Blakely, & Kaczor, 1990). Thus,
performance under VR schedules should
consist mainly of long visits between rein-
forcements and prompt reinitiations of visits
whenever a disengagement occurs. Total re-
sponse rate, being dominated by within-visit
responding, should be insensitive to relative-
reinforcement variables.

This approach to schedule effects may clar-
ify why visit-initiation rate and the average
number of responses per visit do not neces-
sarily covary. If visit-initiation rate reflects the
relative reinforcement correlated with the
designated response, one might suppose that
the disposition to remain engaged in a visit
would do so as well. This reasoning led Nevin
and Baum (1980) to assume that visit-initia-
tion rate and visit length were highly positive-
ly correlated. Although our data showed evi-
dence of a positive correlation under some

conditions (e.g., both tended to increase as a
function of relative reinforcement variables),
our data also showed that the average num-
ber of responses per visit changed far less in
magnitude and consistency than visit-initia-
tion rate. Moreover, under other conditions
the two measures changed in opposite direc-
tions. Thus, on the surface our data could
appear to contradict Nevin and Baum’s as-
sumption of a high positive correlation be-
tween those measures. We think, however,
that their assumption is correct in its basic
reasoning. The problem is that VI schedules,
as discussed above, arrange contingencies
that favor the development of brief visits,
which would tend to reduce the correlation
between the rate and length of visits. In this
light, the modest tendency for the average
number of responses per visit to increase as
a function of relative reinforcement seems to
provide striking support for the reasoning
underlying Nevin and Baum’s assumption
even if it does not for their particular pro-
posal about the degree of correlation. (By
analogy, our argument here is similar to the
suggestion that the rate of switching into a
component of a concurrent VI VI schedule
and the stay time in a component can be sep-
arately manipulated; e.g., MacDonall, 1998.)

There is an additional possible effect that
we have ignored to this point. It is certainly
possible that the kinds of variables that we
have been considering also affect the within-
visit response rate. If so, that would represent
an additional contribution to changing total
response rate. In principle, the log survivor
analyses could be used to estimate within-visit
response rates. One would fit a line to the
initial left limb after subtracting the visit-ini-
tiation responses estimated by the fits to the
right limb.3 Although we tried this for some
conditions and found (not surprisingly)
somewhat higher within-visit response rates
when the tandem VR 9 was in effect than
when it was not, we have not pursued this
analysis. The reason is that the very short
IRTs are constrained by the resolving power
of our apparatus and computer program.

We should note, however, that differences
in within-visit response rate might turn out

3 We thank Robert Kessel for alerting us to a similar
approach for assessing the components of radioactive
emission (Howard, 1963, pp. 14–15).
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not to contribute much to differences in per-
formance between different values of the
same type of schedule and even between
some different types of reinforcement sched-
ules. The tempo of responding during peri-
ods of engagement assessed in different ways
tends to be fairly insensitive to various manip-
ulations (Davison & Charman, 1986; Mazur,
1982; Pear, Rector, & Legris, 1982; Rand,
1977). And when it does vary systematically,
the effect is often traceable to differences in
the proportion of responses that are unre-
corded because of being, for example, insuf-
ficiently forceful (Elsmore & Brownstein,
1968) or inadequately located (Palya, 1992;
Pear et al., 1982).

The temporal pattern of responding can,
of course, be modified by arranging time-
based contingencies. For example, under a
differential-reinforcement-of-low-rate (DRL)
schedule, a response is reinforced only if it is
preceded by a pause longer than some spec-
ified time interval (e.g., 5 s). Responding usu-
ally adjusts to such a contingency, in that
pauses of approximately the required dura-
tion increase in frequency (see Lattal, 1991).
Even though such responding does not ap-
pear to fit the kind of pause–burst pattern
that has been the focus of this paper, an in-
terpretation in terms of visits and within-visit
engagement might, nonetheless, be appro-
priate for DRL performance. Several studies
have arranged a procedure that is designed
to separate the initiation of a timed pause
from the timed pause itself. A rat, for exam-
ple, presses one lever (Lever A) to start a
DRL interval. Then, if the pause has been suf-
ficiently long, a press on a second lever (Le-
ver B) is reinforced. It turns out that the B-
to-A times are quite sensitive to various
reinforcement and motivation-like operations
(e.g., deprivation level) but that the A-to-B
times are rather insensitive to such opera-
tions (Mechner & Guevrekian, 1962; Migler
& Brady, 1964). In other words, the tendency
to initiate (i.e., visit) the DRL segment is
more sensitive to such operations than is the
learned pattern of responding during the vis-
it. (See also Mechner, 1992, and Nevin, 1992,
for analogous results, and see Galbicka &
Platt, 1986, for a different approach toward
an analogous conclusion.)

Perhaps the most important implication of
the present results is that they clarify the con-

ditions under which total response rate—cal-
culated in the usual way (i.e., total responses
divided by total time)—will and will not vary
sensitively as a function of relative reinforce-
ment operations. To the extent that respond-
ing is dominated by visit initiations, total re-
sponse rate should be sensitive to such
operations. As discussed earlier, a higher pro-
portion of responses should be visit initia-
tions under VI schedules than under com-
parable VR schedules (and such indeed was
the case in our data from VI and tandem VI
VR schedules). Thus, total response rate on
VI schedules should be a reasonable proxy of
visit-initiation rate, yielding orderly functions
of considerably generality, as has been well
documented (de Villiers & Herrnstein, 1976;
Herrnstein, 1970; Williams, 1988). It is pos-
sible that an even higher proportion of re-
sponses on VI schedules would be visit initi-
ations if the operandum (e.g., a lever) were
made relatively difficult to operate. Such
preparations might yield total response rates
that vary even more sensitively as a function
of relative reinforcement operations. In con-
trast, response rates on VR schedules, partic-
ularly with an operandum that can be oper-
ated easily, should be relatively insensitive to
relative reinforcement operations because
such responding is dominated by (and thus
the time saturated by) within-visit respond-
ing.

It has been known for some time that long
IRTs are much more sensitive than short IRTs
to various experimental operations that could
be construed as affecting response strength
(Blough, 1963; Schaub, 1967; Shull & Brown-
stein, 1970). From the present perspective,
responses following relatively long IRTs will
tend to be visit initiations, and those follow-
ing the shortest IRTs will tend to be within-
visit responses. Thus, the present results are
entirely consistent with (and perhaps clarify
the basis of) those earlier observations re-
garding the differential sensitivity of long ver-
sus short IRTs. Analogously, changes in the
speed of a rat’s running in an alley as a func-
tion of reinforcement and motivational vari-
ables turn out to result mainly from changes
in the duration of breaks between bouts of
running. There is little systematic change in
the running speed once engaged (Cotton,
1953; Drew, 1939). Again, we interpret such
results as indicating an effect of reinforce-
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ment and motivational variables on the ten-
dency to initiate visits (here, to the running
mode).
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APPENDIX

VALIDITY OF THE ESTIMATES OF
VISIT-INITIATION RATE AND THE

AVERAGE NUMBER OF RESPONSES PER VISIT

With the simulations (Part 1) it was possi-
ble to check the validity of the estimates that
were derived from the fits to the limbs of log
survivor functions. The simulation program
coded the responses to indicate whether they
were generated by the visit-initiation routine
or by the within-visit routine. Thus, we could
compare the estimates that were derived from
the log survivor fits with the values that were
computed directly from the coded response
totals (Figure 4).

With the data from the rats, in contrast, we
have no way to assess visit-initiation rate and
average number of responses per visit inde-
pendently of the fits to the limbs of the log
survivor plots. Thus, we cannot determine for
the rats’ data, as we could with the simula-
tions, how well the estimates correspond to
actual values. Indeed, with the rats’ data the
classification of visit-initiation versus within-
visit responses is a theoretical construction.

The following lines of evidence have
helped to convince us that this classification
and our estimation methods are useful: (a)
The log survivor plots were nearly always ap-
proximations of a broken stick, suggesting
two processes; (b) the downward extent of
the left limb and the slope of the right limb
were visibly altered by different classes of in-
dependent variables; (c) numerical estimates
of those characteristics of the log survivor
plots (i.e., the slope and y-axis intercept that
were derived from fitting a line to a segment
of the right limb) likewise varied systemati-
cally as a function of the different classes of
independent variables; (d) these estimates
were reasonably consistent over replications



271RESPONSE RATE AS ENGAGEMENT BOUTS

and among the rats; and (e) the grouping of
independent variables on the basis of their
effects on the estimates corresponded well to
the grouping of those variables based on oth-
er influential theoretical accounts (e.g.,
Herrnstein, 1970) and on common sense.

An additional approach toward validating
the estimation procedure is to see how well
total response rate, computed from session
totals in the usual way (i.e., total number of
responses divided by time), can be predicted
from combining the estimates of visit-initia-
tion rate and average number of responses
per visit. If the two-mode conception, as dia-
grammed in Figure 2, provides an accurate
description, then total response rate is simply
the product of visit-initiation rate and average
number of responses per visit. We can assess
the accuracy of the two-mode conception,
then, by seeing how well the product of our
two estimates correlates with the measure of
total response rate that is computed from ses-
sion totals. Because of time taken during the
visits, the estimates of visit rate would need to
be adjusted downward, as described earlier in
relation to Figure 4, for the predictions to
hold.

For the adjustment, we needed an estimate
of the average IRT duration for within-visit
responding for each rat. We used the median
IRT from the last session of Condition 5, the
condition that arranged the tandem VR 9
schedule. This condition generated log sur-
vivor plots whose initial limbs dropped well
below a proportion of .5 (i.e., the median)
before the break to the right limb. Thus, we
could be confident that the median IRT from
this condition represented mostly within-visit
IRTs. We do not know how well this median
IRT corresponded to the medians from other
conditions. If there were large differences,
the adjustment ideally should incorporate the
IRTs from each condition separately. As a first
approximation, however, and for the sake of
simplicity, we used the single median IRT for
each rat. The point of the adjustment was to
reduce the visit-initiation rate, as estimated by
the slope of the limb segment, in accordance
with the fact that only a portion of the time
was available for visit initiations because of
time occupied by the visits. The average time
spent per visit is estimated by NW, where N is
the average number of responses per visit and
W is the average within-visit IRT (here, the

median from the last session of Condition 5).
The time available for a visit is the average
disengagement time, or 1/V, where V is the
visit-initiation rate as estimated by the slope
of the limb. The proportion of the session
time available for visit initiations, then, is (1/
V )/[(1/V ) 1 NW ]. Thus, the predicted total
response rate, R9, from the log survivor esti-
mates is

(1/V )
R9 5 NV 1 2(1/V ) 1 NW

N
5 . (2)

(1/V ) 1 NW

With some substitution and rearranging of
terms, this formula is equivalent to Equations
5 and 6 in Shull (1991), which also describe
the relation between observed response rate
and visit-initiation rate under the assumption
of a two-mode conception. Those equations
were generated from somewhat different con-
siderations from those that led to Equation 2
here.

Sometimes the product of the adjusted es-
timates corresponded closely to response rate
computed from session totals (e.g., top panel
in Figure 11), but sometimes it did not (lower
panel of Figure 11). Table 4 gives values for
all 7 rats of the slope, intercept, and r2 of the
best fitting straight line through scatter plots
like those shown in Figure 11. Also shown for
each rat is the IRT duration that was used to
adjust the visit-initiation rate. The r2 values
indicated good fits for most of the rats, and
the slopes for several were moderately close
to 1.0. For those rats, the two-mode concep-
tion (as diagrammed in Figure 2) appears to
provide a reasonable, first-approximation de-
scription of responding. For some other rats,
however (especially Rats A3 and A4), the
slopes were substantially higher than 1.0, and
the r2 values indicated poorer fits. For those
rats, the two-mode conception (as dia-
grammed in Figure 2) does not provide an
adequate description of responding. More-
over, the slopes for all rats were above 1.0,
suggesting systematic effects that are not rep-
resented in the two-mode model or in our
estimation methods, even for the rats whose
fits were otherwise fairly good.
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Fig. 11. Total response rate estimated from the product of visit-initiation rate and average number of responses
per visit is plotted as a function of response rate computed the usual way from session totals for 2 rats. For these
estimates visit-initiation rate was adjusted downward for time spent engaged in visits, as described in the text. For
each rat there were 6 points per condition (i.e., 3 sessions per condition 3 2 discriminative stimuli) and 10 conditions.
The dashed diagonal line indicates perfect correspondence between the two measures of total response rate (i.e.,
slope 5 1.0). The data set in the upper panel (Rat B1) is labeled ‘‘best’’ in the sense that it had the second highest
value of r2 and the closest slope to 1.0 among the 7 rats. The data set in the lower panel (Rat A4) is labeled ‘‘worst’’
in the sense that it generated the lowest value of r2 among the 7 rats. The best fitting linear equation (Pearson
product moment) for each data set is shown in the corresponding panel, along with the r2 value and the median
IRT used to adjust visit-initiation rate.
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Table 4

The results of straight-line fits (Pearson product-moment) to scatter plots relating response
rate computed from session totals (x axis) to the product of visit-initiation rate and average
number of responses per visit estimated from log survivor plots (e.g., Figure 11). For each
rat, there were 6 points per condition (i.e., 3 sessions per condition 3 2 discriminative stimuli)
and 10 conditions. Shown are the slope, y-axis intercept, and r2 values for each fit. For the
fits in the left columns, the estimated visit-initiation rate was adjusted downward for time spent
during the visit (adjustment set at the median IRT from the last session of Condition 5, listed
in the fifth column); for the fits in the right columns, the estimated visit-initiation rate was
not adjusted.

Rat

Visit-initiation rate adjusted

Slope Intercept r2
Median IRT

(min)

Visit-initiation rate not adjusted

Slope Intercept r2

A1
A2
A3
A4
B1
B2
B3

1.25
1.37
1.83
1.39
1.09
1.20
1.17

0.39
25.71

1.94
3.09

21.23
20.83

1.46

.89

.94

.84

.66

.96

.92

.97

0.0042
0.0052
0.0037
0.0035
0.0033
0.0037
0.0037

1.54
2.30
2.11
1.81
1.49
1.48
1.63

22.13
221.06

1.24
20.22
29.17
23.61
24.3

.89

.89

.84

.66

.96

.92

.97

Table 4 also lists the slope, intercept, and
r2 values for corresponding scatter plots but
for which the visit-initiation rates were not ad-
justed downward. There was no apparent ef-
fect on the values of r2 as a result of adjusting
or not adjusting visit-initiation rate. But the
slopes were higher in every case when the ini-
tiation rate was not adjusted, which simply
confirms the earlier point that the unadjust-
ed visit-initiation rate will overestimate the vis-
it-initiation rate that actually occurs and, thus,
will overestimate the total response rate.

There are a number of factors that could
have caused the systematic overestimation of
response rate and unsystematic variability
(i.e., slopes above 1.0 and relatively low values
of r2) such as occurred especially for Rats A3
and A4. These include (a) systematic devia-
tions from linearity of the limbs of the log
survivor plots, (b) insufficient adjustment for
time spent during a visit, and (c) the occur-
rence of additional response modes beyond
the two represented in Figure 2 (e.g., Berdoy,
1993; Tolkamp, Allcroft, Austin, Nielsen, &
Kyriazakis, 1998).

This possibility seems especially likely to be
the case for Rat A4, whose scatter plot is
shown in the lower panel of Figure 11, and
for Rat A3. For these rats the limbs of the log
survivor plots appeared to be reasonably lin-
ear (see, e.g., the samples in Figure 5). In-
creasing the duration of the IRT used to ad-
just visit-initiation rate much beyond the one
that we actually used caused the scatter plots

to bend downward, thus further reducing the
r2 values. There was, however, some evidence
for these 2 rats that suggested a third behav-
ioral mode of extended disengagement. Dur-
ing some conditions, a high proportion of cy-
cles contained no nose poking at all despite
an overall fairly high response rate. For ex-
ample, during Condition 5 (last three ses-
sions) 23% of the 50-s components for Rat
A4 and 26% for Rat A3 contained no respons-
es (compared to 1% and 5% for Rats A1 and
A2, respectively). Such no-response compo-
nents were not incorporated into the IRT dis-
tributions but did add to the time base for
computing total response rate. If these no-
response components represented a third re-
sponding mode, the product of our estimates
of visit-initiation rate and responses per visit
would predict higher values of total response
rate than what actually occurred, an implica-
tion that is consistent with the slope (Table
4) being substantially greater than 1.0 for
Rats A3 and A4. When we observed the rats,
these 2 rats seemed to spend unusually large
blocks of time sniffing at the rear of the
chamber, appearing to be thoroughly disen-
gaged from the reinforcement schedule.

Other third-mode-like periods may have
occurred more generally and might have con-
tributed to the slopes being higher than 1.0
for all rats. For example, the rats were often
observed to take an unusually long time to
resume responding following consumption of
the multipellet reinforcers during the rele-
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vant conditions. Perhaps factors of this sort
are responsible for the high slope for Rat A2.

The evidence in Figure 11 and Table 4
shows that the two-mode model (Figure 2) is
an incomplete description of our rats’ re-
sponding (although we find the correspon-
dence for several rats remarkable given the
simplicity of the assumptions and the fact that
the predictions were generated by fits to a
small segment of the log survivor plots plus
the median IRT from one session). Nonethe-
less, we again raise the possibility that the un-

adjusted visit-initiation rate might be a partic-
ularly useful measure of the disposition to
engage in operant behavior because it is rel-
atively unconstrained (Shull, 1991). In any
case, we note that none of the data presented
in this section compromise two points that we
consider significant. The two performance
measures that we interpret as estimates of vis-
it-initiation rate and number of responses per
visit varied systematically as a function of dif-
ferent classes of independent variables. Also,
total response rate is a composite measure of
different classes of performance.


